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Abstract—MP-OLSR is a multipath routing protocol based on
OLSR (Optimized Link State Routing). The multipath routing
protocol is expected to provide more stable routes for the
network. In this paper, several topics about MP-OLSR are
discussed. We begin with introducing the functionalities of MP-
OLSR, which includes topology sensing, routing computation,
route recovery and loop detection. Then a testbed is implemented
to verify the availability of MP-OLSR. Given OLSR one of
the most populated proactive protocols for ad hoc networks, the
compatibility between MP-OLSR and OLSR is also discussed.

The results based on simulator and our testbed show that
MP-OLSR could offer more stable data transmission over the
unstable wireless interface. And it could cooperate well with the
established OLSR protocol.

I. INTRODUCTION

Ad hoc networks are multi-hop wireless networks without
any pre-installed infrastructure. To overcome the topology
changes and the instability of the wireless medium, a lot
of multi-path routing protocols are proposed [5], [9]. The
simulation results of these protocols offer generally better
performance compared with the single path protocols.

OLSR is a proactive protocol adapted to the mobility of
the network. To improve the stability of the route, specially
in the scenarios of high mobility and traffic load, we propose
the multipath extension of OLSR to proved high aggregated
bandwidth and load balancing. The algorithm could generate
link-disjoint or node-disjoint paths set based on a modified
version of Dijkstra Algorithm. Our previous work has proved
that MP-OLSR is especially suitable for large dense networks
with high-load traffic.

Most of results discussed in those multipath protocols are
based on simulator. Compared with the numerous multipath
protocols proposed, there are very few protocol realized
as testbed in the literature [10], [11] are based on MSR
(multipath source routing), which is the multipath version of
DSR. [12] is based on AOMDV, which is an extension of
AODV.

In this paper, we will introduce MP-OLSR, a multipath ex-
tension of OLSR. A testbed is set up to test the performance of
the multi-path routing. Furthermore, the compatibility between
OLSR and MP-OLSR protocol is discussed. The remainder of
the paper is organized as follows: In section II, we present
the functionality of MP-OLSR protocol. Then the testbed for
MP-OLSR is set up to test the protocol. Next, in section IV
the compatibility between OLSR and MP-OLSR is discussed.
At the end we conclude the paper.

II. MULTIPATH OLSR - FUNCTIONALITY

The MP-OLSR can be regarded as a hybrid multipath rout-
ing protocol. It sends out HELLO messages and TC messages
to periodically be aware of the network topology, just like
OLSR. However, MP-OLSR does not always keep a routing
table. It only computes the multiple routes when there are data
packets need to be sent out.

A. Topology Sensing

The nodes use Topology sensing to get the topology infor-
mation of the network. It includes link sensing, neighbor
detection and topology discovery, as OLSR [1].

B. Route Computation

The route computation is based on the Multipath Dijkstra
Algorithm [2]. The idea of the algorithm is to use the cost
function to get mainly disjoint paths. The details are not
presented here because of limitation of the space. For further
information, please refer to [2].

C. Route Recovery

By using the scheme of the Topology Sensing, we can
get the topology information of the network with the exchange
of HELLO and TC messages. And all these information are
saved in the topology information base of the local node.
In the ideal case, the topology information base can be consistent
with the real topology of the network. However, in reality, it
is hard to achieve, mainly because the mobility of the ad hoc
network.

To overcome the disadvantage of the source routing, we
proposed Route Recovery for MP-OLSR. The policy is very
simple: before an intermediate node trying to forward a packet
to the next hop according to the source route, the node first
check if the next hop in the source route is one of its neighbors
(by checking the neighbor set). If yes, the packet is forwarded
normally. If no, then it is possible that the "next hop" is not
available anymore. Therefore the node will recompute the route
and forward the packet by using the new route.
1) Loop Detection

In theory, the paths generated by the Dijkstra algorithm in MP-OLSR is loop-free. However, in reality, the I.N [Link Layer Notification] and Route Recovery which are employed to adapt to the topology changes make the loops possible in the network. This kind of abrupt interruption will result in additional operation on the topology information base rather than just regular HELLO and TC messages. It means that the nodes are not aware of these changes immediately. In [14], the authors also addressed the looping issues in OLSRv2 and LLN will significantly increase the number of loops. So the author introduced two types of loop detection techniques: LD-Mid (Mid-Loop Detection) and LD-Post (Post-Loop Detection).

For MP-OLSR, we proposed a novel and simple method that can effectively detect loops without causing extra cost of memory: after Route Recovery was performed, we can get a new set of multiple paths from the current node to the destination. If the new path includes the node that the packet has passed before (by comparing with the packet source route), there is great possibility that a loop will happen. We will switch to the next path of the multiple paths set, until all the paths have been verified. If there is no suitable path, the packet will be discarded.

Our loop detection mechanism could effectively detect possible loops in the network without consuming extra memory space. By reducing the loops in the network, the network congestion can be reduced. So the performance of the network can be improved, especially the end-to-end delay. In Section II-E, the simulation results will be presented to show the effect of the loop detection mechanism.

E. Simulation of Route Recovery and Loop Detection

In this part, the auxiliary functionalities are simulated to see the effects of the Route Recovery and Loop Detection on the performance of the network. We simulated an ad hoc network in Qualnet Simulator, with 81 nodes, moving in an area of 1500 × 1500 meters with different speed. The radio propagation range is about 270 meters.

Here, three different MP-OLSR protocols are compared:
- MP-OLSR without Route Recovery and Loop Detection,
- MP-OLSR with Route Recovery but without Loop Detection,
- MP-OLSR with Route Recovery and Loop Detection.

Figure 1 shows the comparison of the delivery ratio. The delivery ratio of the protocol without recovery route is very bad and very sensitive to the mobility of the nodes. The reason is that because of the delay of the transmission of the routing control packets (especially the TC message), the source node is very hard to get the most updated topology information when it is constructing the source route. This will result in that a node transmits a packet through a link that does not exist anymore. This phenomenon is more serious when the speed of the nodes increases. In fact, SR-MPOLSR [5] also has very low delivery ratio as MP-OLSR without route recovery in our settings.

From Figure 1 we can also find that the MP-OLSR protocol with loop detection has slightly better delivery ratio than the one without loop detection. This is because with the mechanism of the loop detection, there is more possibility to avoid the loop by switching to another path. When the loop detection is not applied, more following packets will be involved in the loop and be dropped because of the TTL (time-to-live) count to zero. Figure 2 presents the number of packets dropped because of the TTL comes to 0 (TTL is set to 64 in our case). Given the size of the simulation area (1500 × 1500) and the transmission range of the node (271m), the number of hops is less than 10 in most case. So when a packet is dropped because of TTL counts to 0, it can be regarded that a loop exists in our simulation.

In fact, compared with the effect on the delivery ratio, the loop detection has more influence on the average end-to-end delay. Figure 3 shows the delay of the different protocols. It is worth to mention that only the packets that successfully reached the destination are considered. So with or without route recovery does not affect the delay very much and gives similar results. However, the protocol without loop detection has much longer delay than the others because loops can easily congest the network.

III. TESTBED FOR MP-OLSR

This section presents our testbed for MP-OLSR. Different scenarios are proposed in order to verify the MP-OLSR protocol and compare with DSR. The following test was realized in the Ecole Polytechnique of University of Nantes.
A. Hardware and Configuration

In our testbed, ASUS 901 EeePcs with the characteristics shown in Table I are employed.

On the other hand, we use UFTP (UDP-based file transfer protocol [7]) as application layer protocol to test bi-directional exchanges.

B. Implementation of Multipath Routing

MP-OLSR is implemented based on an existing implementation of OLSR protocol (Olsrd [8]). Compared to the standard operations of OLSR protocol, the following modifications are made on the implementation provided by Olsrd:

- OLSR protocol calculates only one path between two nodes. Routes are updated when the network topology changes. Thus, it is necessary to change route calculation algorithm to take into account the specificities of MP-OLSR: multi-path and on-demand route calculation
- Integration of a new function to receive paths requests sent by TCP/IP stack for the user data transmission

As OLSR, after the reception of HELLO and TC messages, MP-OLSR updates the network topology information base but no route is calculated. To send a user data, the IP layer sends a request to MP-OLSR to compute multiple routes to the destination (for the first request or when the topology changes) or to return existed routes in the multipath routing table (for the following requests).

It worth to mention that for the convenience of development and debug, the MP-OLSR module exists as an application layer program in our setting. This will result in frequent data exchanges between the kernel space and user space. For the purpose of efficiency in the future, it is better to put the multipath routing table in the Linux kernel as a kernel module after the test for the protocol is completed.

C. Results

In this subsection, two different scenarios are presented to test the functionality of MP-OLSR, and to compare the performance between multipath and single path protocols.

1. Scenario 1, OLSR and MP-OLSR on 4 paths: The first scenario presented includes 6 nodes. The location of the nodes is shown in figure 4. The number of paths for MP-OLSR is set to 4. Node with IP address 10.0.0.100 is chosen as source and 10.0.0.98 as destination. The distance from the source node to the destination node is about 60 meters. There are different kinds of obstacles in this scenario: trees, buildings and cars moving between the nodes. Iptables rules are employed to block the direct transmission between source and destination.

In the following tests data rate is set to 62KBytes/s to transfer a file with 17.8 MBytes. Results are presented in table II. For MP-OLSR, the transmission finished in 5 minutes 12 seconds. Nodes with IP address 10.0.0.90, 10.0.0.95, 10.0.0.96 and 10.0.0.105 are chosen as intermediate nodes to relay the packets. During the transmission, 9.9% of packets are lost. For OLSR, only 10.0.0.90 and 10.0.0.95 participated in forwarding the data packets. The connection got lost after 5 minutes 17 seconds of transmission. For the packets sent out, 37.53% are lost.

To compare the network performance of these two protocols, we analysed the log file from Wireshark. Figure 5 and
figure 6 show the number of packets sent to different nodes from the source (10,0,0.100) in each tick (1 second per tick).

As we can see from figure 5, for a fixed source rate, the traffic load is distributed in 4 paths. The transmission is almost continuous even some of the links are unavailable (the traffic will be assigned to other nodes in this case).

Compared with MP-OLSR, the transmission with OLSR (figure 5) was interrupted for a certain period because of a link is unavailable. In this case, the node will try to find another route to the destination. But the data transmission will be stopped during this period (for example, 80s-90s, 115s-130s in figure 6). And if the route switch takes too much time, the connection will be lost.

![Figure 5](image1)

**Fig. 5. Scenario 1 with MP-OLSR and rate=62KBytes/s**

![Figure 6](image2)

**Fig. 6. Scenario 1 with OLSR and rate=62KBytes/s (Connection lost)**

2. **Scenario 2. OLSR and MP-OLSR with 3 paths.** In the second scenario, we compared OLSR and MP-OLSR with 3 paths with are more than two hops away. The allocation of the nodes is shown in figure 7. The distance from the source to the destination is about 200m. There is a large building between them. To reach the destination, the packets have to travel around the building or go through the hall inside the building.

Table III presents the results obtained from this scenario. MP-OI SR finished the data transmission in 9 minutes 40 seconds, with a relatively high loss rate (37.05%). However, when using OLSR, the connection was lost after 8 minutes 42 seconds.

The tests with FTP application presented in the section can prove that compared with single path protocol, the multipath protocol could provide more reliable routes because there is less possibility that all the paths break in the same time.

![Figure 1](image3)

**Fig. 1. Scenario 2: MP-OLSR routing with 3 paths**

<table>
<thead>
<tr>
<th>Protocol</th>
<th>MP-OLSR</th>
<th>OLSR</th>
</tr>
</thead>
<tbody>
<tr>
<td>Duration of the transmission</td>
<td>9m40s</td>
<td>9m43s (Connection lost)</td>
</tr>
<tr>
<td>Test duration</td>
<td>14m46s</td>
<td>3m16s</td>
</tr>
<tr>
<td>Packets sent by 10.0.0.100</td>
<td>14528</td>
<td>12948</td>
</tr>
<tr>
<td>Packets received by 10.0.0.98</td>
<td>9145</td>
<td>8544</td>
</tr>
<tr>
<td>Rate of lost packets</td>
<td>57.05%</td>
<td>51.90% (Connection lost)</td>
</tr>
</tbody>
</table>

**Table III. Results of Scenario 2, OLSR and MP-OLSR Routing with 3 Paths**

However, for OLSR, which just use single path, the data transmission will stop because of the path failure. If the route switch takes too much time, the connection will be lost.

**IV. Compatibility between OLSR and MP-OLSR**

As presented in the previous section, MP-OLSR is based on the OLSR protocol. Even if the multipath routing provides better performances than the single-path routing in most of the cases, studying the mutual compatibility between these two protocols is important. The backward compatibility makes it possible for MP-OLSR nodes work in an established OLSR network. On the other hand, it is important to keep a single-path routing because it could be more efficient in some scenarios (low mobility speed and sparse network).

To ensure the compatibility between the OLSR and MP-OLSR, we propose an implementation of MP-OLSR protocol based on IP-source routing. By this way, OLSR nodes can forward data packets, generated by MP-OLSR nodes, according to the IP source routing. The intermediate nodes which run OLSR protocol will read the source routing option in the IP header, instead of consulting its routing table.

On the other hand, when MP-OLSR nodes receive data packets generated by OLSR nodes, they will behave as OLSR nodes by calculating the shortest path to the destination and forwarding the packets. The MP-OLSR nodes will recalculate the shortest path to the destination, and include the calculated path in the IP source routing option of the packet before forwarding. Thus, the packets will take advantage of the loop detection functionality implemented in MP-OLSR intermediate nodes. However, IP source routing option accepts only maximum of 9 addresses due to the limitation of the length of the IP header (20 bytes of fixed field and 40 bytes of optional field). Therefore, when the route contains more than 9 hops (large network), other solutions must be proposed.
The simplest solution is, if the route get by MP-OLSR is more than 9 hops away, it will just forward packet to the next hop, instead of using the source routing. The next hop will decide the rest of the route, no matter it is an MP-OLSR node or DSR node. This solution is easy to implement but does not guarantee the multiple paths as defined by the source node. In the following simulation results are based on this solution.

Another possible solution is using the loose source routing: source node just specify 9 “key” hops that the packet need to travel to get to the destination and allow each intermediate node to choose a route to the next hop. This solution maybe the optimal, because it guarantees the source routing as defined by the source node and does not require frequent updates. But it requires the MP-OLSR protocol to maintain an routing table just like OLSR.

The simulation based on Qualnet simulator is performed to study the compatibility between MP-OLSR protocol and OLSR protocol. The setting of the simulation is the same as section II-F.

We studied OLSR nodes sending packets to MP-OLSR nodes in the first place. In this scenario, there are 4 OLSR data sources in the network. We compared two scenarios in which the other 77 nodes are OLSR nodes, in MP-OLSR nodes. Figure 8 and figure 9 show the delivery ratio and the end-to-end delay of the simulation. So OLSR nodes have no problem in sending packets to MP-OLSR nodes. Furthermore, with the help of the loop detection of MP-OLSR, we can increase the packet delivery ratio and reduce the end-to-end delay of the network.

In the rest of the simulation, there are 4 MP-OLSR sources in the network. In these scenarios, we have different proportion of the OLSR nodes (marked as 9mpolsr, 77olsr, 4mpolsr, 61olsr, etc.). As we can see from the simulation results (figure 10), the existence of OLSR nodes has a negative affect on the delivery ratio. This is mainly because OLSR could not perform route recovery for the packets.

![Fig. 10. Delivery ratio of the compatibility test MP-OLSR sources](image)

V. CONCLUSION

In this paper, we introduced the MP-OLSR with additional functionality such as route recovery and loop detection. The protocol is implemented as a multipath testing. Our experiments show that multipath routing could offer more stable data transmission compared with the single path protocol. Given the distributed feature of the ad hoc networks and the popularity of OLSR, the compatibility between OLSR and its multipath version is also discussed.

Our future work includes improving the security of the protocol and exploiting the application of critical services video transmission based on MP-OLSR.
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